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Abstract—Recent investigations into FPGA routing resources
have shown that long wires in FPGAs leak information about
their state in a way which can be measured using ring oscillators.
Although in many cases this leakage does not pose a security
threat, the possibility of multi-tenant use of FPGA resources
invites potential side- and covert-channel attacks exploiting long
wire leakage. However, prior work has ignored the realities
of cloud environments, which may pose restrictions on the
generated bitstreams, such as disallowing combinatorial loops.
In this paper, we first demonstrate that the long wire leakage
phenomenon persists even in the high-end Virtex UltraScale+
FPGA family. We then evaluate two ring oscillator designs that
overcome combinatorial loop restrictions employed by cloud
FPGA providers. We experimentally measure the long wire
leakage of Virtex UltraScale+ FPGAs in the lab as well as in
the Amazon and Huawei FPGA clouds. We show that the two
new ring oscillator designs provide almost-identical estimates for
the strength of the leakage as traditional ring oscillators, allowing
us to measure femtosecond-scale changes in the delays of the long
wires. We finally present a set of defense mechanisms that can
prevent the new ring oscillator designs from being instantiated
in the cloud and the long wire leakage from being exploited.

Index Terms—long wire leakage, cloud FPGAs, ring oscillators,
side channels, covert channels, crosstalk

I. INTRODUCTION

With the availability of FPGAs in public cloud infras-
tructures rapidly rising, and with FPGA designs becoming
more sophisticated, several security concerns arise from the
prospect of multi-tenant FPGA usage. IP core integration from
multiple sources [4], [5], [13], shared FPGA resources between
different users [4], [5], [9], [13], [16], [24], and CPU/FPGA
hybrid designs [4], [5] enable previously-unexplored attacks,
without the need for physical access to the FPGA boards.

Early work in remote FPGA attacks primarily generated
valid bitstreams with the potential to crash the FPGA, for
instance by causing voltage over- and under-shoots by switch-
ing many programmable interconnect points (PIPs) [26], or by
causing voltage drops through toggling many ring oscillators
(ROs) [6]. ROs have also been used to cause fault attacks
and recover cryptographic keys [10], or as sensors for covert
channels [20] and side-channel attacks, even for designs with
logical isolation enabled [25]. Recent work has also discovered
that so-called long wires in Xilinx [4], [5] and Intel [13], [16]

This work was supported in part by NSF grants 1716541 and 1901901. We
would also like to thank Amazon for donating AWS EC2 research credits.

FPGAs leak information about their state in a way which can
be measured fully on-chip using nearby ROs. However, these
works ignore restrictions placed by cloud providers such as
Amazon Web Services (AWS), which prohibit combinatorial
loops from their designs [3]. In this paper, we address this
limitation and further the state of the art as follows:

1) We show that the long wire leakage phenomenon persists
in the Virtex UltraScale+ FPGA family found in many
Xilinx-based cloud providers [23]. As we explain in
Section II, UltraScale+ long wires differ significantly
from those investigated in prior work [4], [5].

2) We introduce a novel flip-flop-based RO and also evaluate
a latch-based RO, both of which overcome combinatorial
loop restrictions. These designs are described along with
the rest of the experimental setup in Section III.

3) We experiment with 11 boards locally and on 2 cloud
providers (Amazon AWS and Huawei Cloud) and deter-
mine that the new RO designs provide almost-identical
estimates for the long wire leakage as the traditional RO
design. As a result, the proposed ROs do not decrease
the quality of measurements, and reveal intra- and inter-
process variations across the FPGA boards (Section IV).

4) We finally present a set of defense mechanisms which can
reduce the impact of the long wire leakage and prevent
the RO designs from being instantiated (Section V).

II. BACKGROUND & RELATED WORK

This section discusses cloud FPGAs (Section II-A), the
Xilinx Virtex UltraScale+ architecture used in our experiments
(Section II-B), as well as prior work in long wire leakage
(Section II-C) and ring oscillator designs (Section II-D).

A. Cloud FPGAs

In recent years, there has been an emergence of public
cloud providers offering FPGAs for customer use in their
data centers. Xilinx Virtex UltraScale+ boards are available
on Amazon AWS, Huawei Cloud and Alibaba Cloud; Kintex
UltraScale boards are used on Baidu Cloud and Tencent
Cloud; while Nimbix is equipped with Alveo Accelerator
Cards [23]. Similarly, Intel Arria 10 boards can be used on
Alibaba Cloud and OVH [8]; Stratix V FPGAs are avail-
able at the Texas Advanced Computing Center (TACC) [19];
and Stratix 10 FPGAs are available for AI applications on
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Microsoft Azure [12]. In this work, we ran experiments on
Amazon AWS and Huawei Cloud, as they both make their
development kits publicly available [2], [7]. Both providers
use Virtex UltraScale+ boards, described in Section II-B.

B. Xilinx Virtex UltraScale+ Architecture

The Xilinx Virtex UltraScale+ architecture organizes logic
resources into Configurable Logic Blocks (CLBs), each of
which contains 8 lookup tables (LUTs), 16 flip-flops, and
other resources (multiplexers, carry chains, etc.). Each CLB
connects to a switch matrix containing interconnect resources,
including (vertical) “long” wires (simply called longs or
VLONGs), spanning 12 CLBs. Unlike previous FPGA genera-
tions, VLONGs are unidirectional, do not have intermediate tap
points, and are organized in channels of 8. This necessitates
that adjacent long wires be driven from the same switch
matrix, with shorter “local” wires connecting CLB resources to
long wires. Moreover, the Virtex UltraScale+ architecture uses
a Stacked Silicon Interconnect (SSI) technology, which con-
nects separate 16 nm FPGA dies (or “Super Logic Regions”
(SLRs)) using a silicon interposer. The XCVU9P chips used
in our experiments contain approximately 1.3 million LUTs
distributed over 90 clock regions in 3 SLRs. As we show in
Section IV, these SLRs can have significant process variations
and should thus be analyzed as separate chips.

C. Long Wire Leakage

Prior work in characterizing long wire leakage in Xilinx [4],
[5] and Intel [13], [16] FPGAs has shown that when a long
wire carries a 1, the delays of its adjacent long wires are
slightly smaller than their delays when the same wire is
carrying a 0. These small differences in delay can be estimated
using ring oscillators routed to use long wires. The ring
oscillator frequency deviates about 0.001−0.06% in response
to the long wire state, and can be used to distinguish between
a logic 0 and a logic 1. It is worth highlighting that the long
wires in Virtex UltraScale+ devices are significantly different
from their counterparts in earlier Xilinx FPGA generations.
For example, the VLONGs in the 28 nm Artix 7 devices used
by Giechaskiel et al. [4], [5] span 18 CLBs, are bi-directional,
and have an intermediate tap after 9 CLBs, compared to the
unidirectional, tap-less VLONGs in 16 nm Virtex UltraScale+
devices, which span only 12 CLBs. Adjacent longs in the
Artix 7 family are also not driven from the same CLB, unlike
the routing channel of 8 that exists in UltraScale+ devices.
In this work we show that despite these differences, Virtex
UltraScale+ long wires still leak information about their state.

D. Ring Oscillators

Ring oscillators (ROs) are combinatorial loops whose values
oscillate, and are typically implemented by chaining an odd
number of NOT gates in a ring formation. They have been
used as transmitters and receivers, for example to characterize
FPGA long wire leakage [4], [5], [13], [16] and conduct
voltage-based attacks [6], [10], [25]. Some cloud providers,
such as Amazon AWS, detect and prohibit them [3].

Fig. 1: Controller i has R ring oscillators with i VLONGs each.
The buffers adjacent to the ROs use 1 to R VLONGs.

So far, most papers exploring alternative RO designs have
not focused on security implications to cloud deployment. ROs
replacing one or more stages with an open latch have been
used for Physical Unclonable Functions (PUFs) [21], [22] and
RO-based temperature sensors [15]. Moreover, flip-flop-based
ROs have been proposed to characterize flip-flop delays [14],
[17], but these have only been tested in SPICE simulations.
Recent proof-of-concept work by Sugawara et al. [18] has
also shown that latch-based and flip-flop-based ROs can be
instantiated on Amazon AWS, but their performance was not
compared to that of traditional ROs. Moreover, all existing flip-
flop-based designs differ from our proposal of Section III-B,
which is evaluated along with latch-based ROs in Section IV.

III. EXPERIMENTAL SETUP

In this section, we first describe the boards and architectural
design used in our experiments (Section III-A) and then
introduce the three ring oscillator designs (Section III-B). We
finally discuss the metric used to estimate the delay difference
due to the state of adjacent wires (Section III-C).

A. Architectural Design

For our experiments, we use Xilinx Virtex UltraScale+
boards containing XCVU9P chips. As the compilation and
programming time for these boards is significantly higher
compared to their Series 7 counterparts, we do not test ring
oscillators in isolation nor do we transfer measurements via
ChipScope or SignalTap as done in prior work [4], [5], [13],
[16]. Instead, we use a hierarchical design of R controllers,
each of which contains R identical ring oscillators. All ring
oscillators in controller i (1 ≤ i ≤ R) use i longs each.
Each controller also contains R buffers. These buffers use
between 1 and R longs each, and are adjacent to the long
wires of the ring oscillators, as shown in Figure 1. This setup
thus contains R2 combinations of different long wire overlaps.
The buffers and ring oscillators of each controller are all



(a) LUT-based RO (b) Latch-based RO (c) Flip-flop-based RO

Fig. 2: The three ring oscillator designs used in the experiments.

placed on separate CLBs spanning two clock regions, and are
routed to use adjacent VLONGs. No other logic (including the
RO frequency counters) is placed in these regions through
the EXCLUDE_PLACEMENT and CONTAIN_ROUTING con-
straints. Finally, for a given bitstream, all ring oscillators are
of the same type (i.e., LUT-based, latch-based, or flip-flop-
based), and all logic is placed on a single SLR.

Locally, we use a VCU118 Evaluation Board and communi-
cate the experimental configuration and measurements over the
UART. We also simultaneously test 8 FPGAs on an Amazon
AWS f1.16xlarge instance, and 2 FPGAs on two Huawei
Cloud fp1.2xlarge.11 instances to evaluate inter-device
process variations, and transfer data over PCIe in both cases.
As the cloud providers reserve some clock regions for their
“shell” interface, we reduce the number of controllers and
ring oscillators to overcome placement restrictions, while also
meeting timing requirements. We do not make any modifica-
tions to the boards, nor attempt to improve clock accuracy,
for instance via a Mixed-Mode Clock Manager (MMCM) or
a Phase-Locked Loop (PLL). We instead use the default clock
configuration available in each device tested. These properties
are summarized in Table I.

For each setup tested (i.e., for each RO type, on each SLR),
we run three tests of 10, 000 measurements each, for a total of
30, 000 data points from each RO per testing configuration. All
results are reported at the 99% confidence level. To estimate
the frequency of each RO, we count the number of its signal
transitions during a 2n clock-cycle period. Since Giechaskiel
et al. [4], [5] have shown that the pattern of transmission does
not affect the strength of the wire leakage phenomenon, we
toggle the input to the signal buffers after each measurement
period. We use n = 23 below (28-67 ms, depending on clock
speed), but we have verified that the phenomenon persists with
n ∈ {13, 15, 17, 19, 21, 25} (but is noisier as n decreases).

B. Ring Oscillator Designs

In this section, we introduce the three types of ring oscilla-
tors that are used in our experiments. The first ring oscillator,
shown in Figure 2a, is composed of one inverter and two buffer
stages, similar to prior work [4], [5], [13], [16]. These stages
are implemented using “1-Bit Look-Up Table with General
Output” LUT1 primitives with the INIT parameter. The sec-
ond ring oscillator design, shown in Figure 2b, replaces one of
the two buffers with a latch. We used the “Transparent Latch”
LD primitive, with the gate input G tied to 1, and confirmed
we could also use the “Transparent Latch with Clock Enable

Property Local AWS F1 Huawei FP1

# of Boards Tested 1 8 2
Board VCU118 Proprietary Proprietary
XCVU9P Chip flga2104-2-e flgb2104-2-i flgb2104-2-i
Shell Clock Regions None X4Y0:X5Y9 X3Y4:X5Y9
Prohibits Comb. Loops No Yes No
Clock Frequency (MHz) 300 125 200
Communication UART PCIe PCIe
Vivado Version 2017.4 2018.2 2017.2
# of RO Combinations 81 = 92 64 = 82 36 = 62

TABLE I: Properties of the boards used in the experiments.

and Asynchronous Clear” LDCE primitive, setting gate enable
GE to 1, as suggested by Sugawara et al. [18].

Our flip-flop-based design, shown in Figure 2c, uses the “D
Flip-Flop with Clock Enable and Asynchronous Preset” FDPE
primitive, with its D input tied to 0. The output of the RO buffer
stage is connected to the preset input PRE, while its inverted
value is connected to the clock port C. When PRE is high, the
output Q is also high. When it is falls low, the flip-flop clock
transitions from low to high, thereby mirroring D to output
a 0, and acting as a buffer stage. This RO design differs both
from designs which depend on delay stages between clock and
clear inputs [14], [17], and from the flip-flop-based design by
Sugawara et al. [18], which uses the “D Flip-Flop with Clock
Enable and Asynchronous Clear” FDCE primitive, and delays
between the output and the clock.

C. Measurement Metric

Giechaskiel et al. introduced a “relative count difference”
metric [4], [5] to estimate long wire leakage, defined as:

∆RC =
C1

RO − C0
RO

C1
RO

(1)

where C1
RO and C0

RO denote the ring oscillator counts when
the adjacent long wire is carrying logic 1 and 0 respectively.
Although this metric is independent of the measurement period
and the clock frequency, it is sensitive to the absolute ring
oscillator frequency, which is affected by nearby logic [11].

To overcome this drawback we use a metric which is
independent of the RO frequency, and can be used to estimate
the absolute delay difference of the long wires due to nearby
state. The frequency of the ring oscillator fRO is given by:

fRO =
1

2dRO
= fCLK ·

CRO

CCLK
(2)

where dRO is the delay of the ring oscillator, fCLK is the
frequency of the clock, and CRO, CCLK are the counts
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Fig. 3: Relative Count (Fig. 3a) and Absolute Delay (Fig. 3b) differences on the VCU118 board for different RO and buffer
lengths (number of VLONGs used). The measurements were taken on SLR 0, using LUT-based ring oscillators.

driven by the RO and the clock during a measurement period
respectively. As a result, the absolute difference in delay
∆dRO can be calculated as follows:1

∆dRO =
1

2

(
1

f0
RO

− 1

f1
RO

)
=

f1
RO − f0

RO

2f0
ROf

1
RO

(3)

Assume the ring oscillator and buffer use n adjacent
VLONGs each, and that the overlap of adjacent VLONGs is
fixed. Then the delay of a signal travelling through the ring
oscillator is dRO = n · dL + dc, where dL is the delay of one
long wire, and dc is an RO-specific constant that accounts for
local routing, logic delays, and process variations. As a result:

∆dRO = d0RO − d1RO = n
(
d0L − d1L

)
= n∆dL (4)

As ∆dL is in the order of femtoseconds, using n > 1 VLONGs
allows us to better estimate the per-long wire delay:

∆dL =
∆dRO

n
=

1

n
· CCLK

2fCLK
· C

1
RO − C0

RO

C0
ROC

1
RO

(5)

The above formulas apply to all three RO designs, since the
leakage affects the delay of long wires, but not the logic of
the ring oscillators themselves. As a result, design differences
can be incorporated in the RO-specific constant dc, which
does not influence ∆dRO and ∆dL as shown in Equations (4)
and (5). Section IV shows this experimentally by comparing
the per-long wire delay difference across 11 different Virtex
UltraScale+ boards and all three RO designs.

IV. EVALUATION

In this section, we first show that the resource usage of the
communicating channel circuitry is minimal (Section IV-A),

1A similar formula was derived by Provelengios et al. [13], with an
alternative approach focusing on signal transitions. Our earlier derivation has
been verified through personal communication with an author of [13].

and demonstrate that the new delay-based metric is superior
to the old relative count difference metric (Section IV-B). We
then investigate the long wire leakage across 11 boards and
33 SLRs (Section IV-C), and finally compare the long wire
leakage estimates using the three RO designs (Section IV-D).

A. Resource Utilization

The buffers in our setup always use 2 LUTs in 2 CLBs.
Ring Oscillators also use 2 separate CLBs, and a total of 3
LUTs (LUT-based RO), 2 LUTs and a register acting as a latch
(latch-based RO), or 3 LUTs and a register acting as a flip-
flop (flip-flop-based RO). Thus, the combined usage of 81 ring
oscillators and buffers amounts to at most 405/1, 182, 240 =
0.034% of LUT resources and 81/2, 364, 480 = 0.0034% of
register resources in the XCVU9P chips. The whole design
(including counters, the UART communication interface, etc.)
uses less than 0.85% of all resources. Due to differences in
local routing and the delays of the logic elements, the LUT-
based RO is the fastest, while the flip-flop-based RO is the
slowest. Using similar equations to those of Section III-C, we
can determine that the delay differences between the 3 setups
are in the order of 100s of picoseconds, an estimate which is
within the range of the speed models reported by Vivado.

B. Metric Comparison

Giechaskiel et al. observed that for a given number of
VLONGs vr used by the ring oscillator, ∆RC increases linearly
with the adjacent number of VLONGs vt used by the buffer as
long as vt ≤ vr and then remains constant [4], [5]. Moreover,
for a fixed vt, among ring oscillators with vr ≥ vt, a smaller
vr results in a larger ∆RC. The opposite is true among ring
oscillators with vr ≤ vt: a larger vr results in a larger ∆RC.

The ∆RC metric emphasizes relative count differences, and
is thus sensitive to even small changes in the frequency of the
ring oscillator, which is influenced by Process, Voltage, and
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Temperature (PVT) variations. This can be seen in Figure 3a,
where the distinction between different lengths of longs is
sometimes unclear. For example, the leakage of (vt, vr) =
(9, 5) is lower than the leakage of (vt, vr) = (9, 6), but
Figure 3a suggests the opposite (the pairs (9, 7) and (9, 8) are
similarly inverted). Meanwhile, the ∆dRO metric can clearly
identify the number of longs used, as shown in Figure 3b.
Since our metric measures the absolute delay difference due
to adjacent state, it is proportional to the size of the VLONG
overlap between the buffer and the RO, and is also independent
of the clock and RO frequency.

C. Inter- and Intra-Device Variations
We tested device variations on 11 FPGAs (8 on AWS, 2 on

Huawei Cloud, and 1 in the lab), and used latch-based ROs to
overcome restrictions placed by Amazon. For each bitstream,
we find the absolute delay difference ∆dRO for each ring
oscillator and buffer combination, and estimate ∆dL using
Equation (5). We then plot the average over all combinations
with 99% confidence intervals in Figure 4.

Figure 4 allows us to draw three main conclusions. First, in
all boards and all individual SLRs, VLONGs leak information
about their state through a change in their delay, which is in
the order of a few femtoseconds. Second, for most boards the
strength of the leakage is approximately the same for all SLRs,
suggesting that SLRs in the same chip might be manufactured
together. However, the inter-SLR variation can sometimes be
as large as the inter-chip variation between physically distinct
boards (e.g., the AWS 1 and Huawei 1 boards). As a result,
different SLRs should be treated as distinct chips with respect
to process variations. Finally, within a board there is no
consistent pattern in how long wire leakage varies between
SLRs, despite the heavy logic placed by cloud providers in
nearby clock regions (SLRs 0 and 1). This suggests that the
strength of the leakage is not influenced by nearby logic,
allowing an adversary to measure it in the presence of large
circuits not under his/her control.

D. Ring Oscillator Comparison
This section shows that all three ring oscillators give approx-

imately the same estimate for the difference in the delay of

the long wires (averaged over all RO and buffer combinations).
As shown in Figure 5, there is no consistent pattern for how
the estimates using different RO types vary. Even though,
on average, latch-based ROs result in larger ∆dL estimates
compared to the other ROs, the estimates are very close in
absolute terms: for example, for the AWS 0 board (SLR 0),
the 99% confidence estimate is 7.59±0.47fs with a latch RO,
and 7.51±0.46fs when using a register RO. Hence, all 3 ROs
can distinguish nearby state, and estimate femtosecond-scale
differences in the delay of VLONGs to within 10% of each
other, despite environmental noise and process variations.

V. DEFENSE MECHANISMS

This section presents a set of countermeasures to protect
against malicious designs exploiting long wire leakage, or
abusing the new ring oscillator designs in the cloud.
Routing Restrictions: As the long wire leakage can only
be determined though adjacent VLONGs, multi-tenant designs
need to enforce physical isolation between users, and explicitly
protect sensitive signals. More generally, cloud providers may
need to disallow custom user placement and routing, and
instead randomize their location, similar to address random-
ization protections for software binaries.
Design Rule Checks (DRCs): Checks to prevent latches
from being used, and to ensure that clocks driving registers
are derived from cloud-provided clocks can raise the bar for
attackers, until alternative malicious designs emerge. We have
also determined that the following DRC warnings appear in
our designs locally and on Huawei cloud (AWS suppresses
such warnings), and should thus be promoted to errors:

• LUTLP-2 appears when combinatorial loops are allowed,
but currently only results in an error on Amazon AWS.

• PLHOLDVIO-2 appears when there are “Non-Optimal
connections which could lead to hold violations”, such
as when a LUT is driving a clock pin.

• PDRC-153 appears when a combinatorial pin sources a
“gated clock net” directly instead of through the CE pin.

Runtime Protections: In order to prevent damage to the
physical hardware, runtime monitors for temperature and
power usage are necessary if not all self-clocked designs
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Fig. 5: Ratio of per-long wire delay difference estimates using flip-flop-based ROs ∆dFDPE
L (left) and LUT-based ROs ∆dLUT

L

(right) to estimates using latch-based ROs ∆dLD
L . The three RO designs estimate ∆dL within 10% of each other.

can be prevented. Although Amazon gates clocks should a
maximum power threshold be reached [1], ROs could still
cause damage to the device, necessitating more aggressive
protection mechanisms such as clearing the FPGA.

VI. CONCLUSION

In this paper we showed that VLONGs in Xilinx Virtex
UltraScale+ FPGAs leak information about their state to
nearby logic. We successfully demonstrated this leakage on
11 boards across two cloud providers (Amazon AWS and
Huawei Cloud) through two new ring oscillator designs which
overcome combinatorial loop restrictions, and are currently
undetected by cloud providers. We used a metric which allows
us to measure femtosecond-scale changes in the delay of the
long wires, and showed that the two designs provide almost-
identical estimates for this delay difference as traditional
ring oscillators. We finally proposed some countermeasures
in response to remote FPGA attacks without physical access,
paving the way towards secure multi-tenant cloud FPGAs.
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