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Abstract—Field-Programmable Gate Arrays (FPGAs) are be-
coming increasingly available via commercial cloud providers,
which currently allocate devices on a per-user basis. As the
underlying hardware is often underutilized, several proposals for
multi-tenant use of FPGA resources have been brought forth,
along with some initial work on security attacks in this setting.
Simultaneously, high-end FPGAs are being produced with 2.5D
integration of multiple distinct dies, called Super Logic Regions
(SLRs), onto the same chip. Although one might expect that phys-
ical separation of logic onto separate dies could prevent multi-
tenant attacks, this paper demonstrates for the first time that
cross-SLR information leaks based on sensing voltage changes
within the FPGA chip are possible, without physical access to
or modification of the boards. The cross-SLR covert channel
is characterized analytically and experimentally on five Xilinx
Virtex UltraScale+ FPGAs, both locally and on the Amazon and
Huawei clouds. Several configurations of the source transmitters
and the sink receivers are tested, including their locations,
types, and sizes. The power-based channel is shown to have a
bandwidth upwards of 4.6Mbps and accuracy of over 97.6%.
Consequently, as physical separation of tenants onto separate
dies (SLRs) is an insufficient countermeasure against information
leaks, hardware-level architectural improvements are necessary
to make secure multi-tenant FPGAs on shared clouds a reality.

Index Terms—Cloud and virtualized FPGAs, multi-tenant
FPGAs, ring oscillators, super logic regions, covert channels

I. INTRODUCTION

Field-Programmable Gate Arrays (FPGAs) have grown
tremendously in size over the last decade: 16 nm Virtex
UltraScale+ devices from 2019 can contain over 4 million
lookup-tables (LUTs) and 8 million flip-flops (FFs) [42],
compared to less than 500 thousand LUTs and 1 million FFs
in 40 nm Virtex 6 devices [44] from 2009. In addition, with
more cloud providers offering FPGAs to end users, and with
FPGA chips integrated with CPU processors, virtualized multi-
tenant FPGAs are becoming necessary to make better use
of the underlying physical resources [6], [7], [9], [21]–[23],
[38], [39]. However, having co-located designs from multiple
users on a single FPGA raises several security concerns in
light of recent attacks without physical access to the FPGA
board [11]–[14], [24], [25], [27]–[31], [36], [47].

Although isolation is often proposed as a step to mitigate
potential information leakage [11]–[13], [28], [37], several
attacks have been successful, despite physical separation of
the adversarial and victim logic [24], [25], [30], [47]. One
limitation of these attacks is that they target low-end FPGA
devices, where physical isolation is not strong: the transmitting

and receiving circuits share the same FPGA die, and, in some
cases, even the same clock regions and resources [25], [47].

However, more advanced FPGAs (namely those in the
Xilinx Kintex UltraScale and Virtex 7, UltraScale, and Ul-
traScale+ families) are now available, containing multiple
dies incorporated into the same FPGA chip. These distinct
dies, called Super Logic Regions (SLRs), could be used to
multiplex the FPGA on a per-SLR basis among different cloud
FPGA tenants. Although this form of physical isolation per
tenant may appear to be stronger and a potential security
improvement, in this paper we show that it is not sufficient
to prevent information leaks across the SLR dies. Specifically,
we introduce the first successful cross-SLR attack, which we
demonstrate through a covert channel on a local board and
on Amazon and Huawei FPGA servers. We characterize the
resulting covert channel analytically and experimentally, and
show that it has a bandwidth of 4.6 Mbps, with over 97.6%
accuracy. It also remains fast and accurate across many types
of ring oscillator transmitters and receivers. As current cloud
providers allocate the FPGA on a per-user basis, our attack
does not yet affect Amazon and Huawei users in practice.
However, it demonstrates that before cloud providers can
start implementing multi-tenant FPGAs, architectural improve-
ments in the hardware layer are necessary.

II. BACKGROUND: STACKED SILICON INTERCONNECT

Xilinx FPGAs have been available on public clouds since
2016, when Amazon Web Services (AWS) announced Elas-
tic Cloud Compute (EC2) F1 instances with Xilinx Virtex
UltraScale+ FPGAs [3]. Other public cloud providers soon
followed, with Virtex UltraScale+ FPGAs offered on Huawei
FPGA-Accelerated Cloud Server (FACS) FP1 instances [45]
and Alibaba Cloud F3 instances [1]. Moreover, Kintex Ultra-
Scale boards are available on Baidu FPGA Cloud Compute [4]
and Tencent Cloud FX2 instances [35]. These high-end boards
use a Stacked Silicon Interconnect (SSI) technology to create
much larger devices with a lower power envelope and more
dedicated features [41], [42]. The SSI allows multiple distinct
dies (SLRs) to be integrated into one big FPGA chip.

The Amazon and Huawei FPGA clouds investigated in our
experiments use 16 nm Virtex UltraScale+ XCVU9P chips,
which split their 90 clock regions equally into three separate
SLR dies. These SLRs are adjacent to each other, and are con-
nected through a silicon interposer, as shown in Figure 1. This
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Fig. 1: Stack Silicon Interconnect (SSI), adapted from [41].
Super Logic Regions (SLRs) are separate FPGA dies, con-
nected and powered through the silicon interposer, which acts
as a conduit to external I/O through the package substrate.

interposer is a passive layer which connects global clocking
and general interconnect resources to the SLR dies [41]. It also
acts as a conduit between SLR components and the package
substrate, providing connectivity to I/O pins, and power and
ground connections using Through-Silicon Vias (TSVs) [41].

Each SSI device has a master SLR die, which “initiates con-
figuration of the device and all other SLR components” [41].
The master SLR also has access to some dedicated FPGA
circuitry, including the Analog-to-Digital Converter (XADC)
and unique identifiers, such as the Device DNA and User
eFUSE [41]. Cloud FPGAs making use of partial recon-
figuration reserve portions of the master SLR die (and of
slave SLRs) for their “shell” interface, which abstracts away
concrete physical implementation details such as I/O pinouts,
DRAM controllers, and clock logic.

This SLR layout could also provide a natural partitioning
mechanism for multi-tenant cloud FPGAs, with the cloud
provider reserving the master SLR, and different user designs
being restricted to separate SLR dies. This would result in
better physical isolation between the different users compared
to existing proposals which split logic along (or even within)
clock regions on the same die [21]–[23]. However, as we show
in Section V, this physical isolation along SLR dies is still
insufficient to prevent cross-SLR communication.

III. SYSTEM AND ADVERSARY MODEL

With several proposals for virtualized FPGAs in cloud
environments [6], [7], [9], [21]–[23], [38], [39], it is important
to examine sources of potential data exfiltration (e.g., of
cryptographic keys or other sensitive information) between
users that share the same reconfigurable device. This paper is
therefore concerned with intentional leakage for covert com-
munication (as opposed to unintentional side-channel attacks)
between FPGA logic that is logically and physically separated.

Prior work has shown that physical isolation within a single
die can result in information leaks (Section VIII). These leaks
are caused by voltage drops, with the strength of the effect
(magnitude of the drop) decreasing with increasing distance
between the transmitter and the receiver, at least for monolithic
FPGAs [27]. As a result, even though the power rails between
different SLRs may be shared, logic is placed much farther
apart compared to intra-SLR circuits. It is thus reasonable to

Fig. 2: System model for multi-tenant FPGAs. Malicious and
benign user designs share the reconfigurable fabric, but are
logically and physically isolated on separate SLRs. Adversarial
logic can act as side-channel receivers and transmitters by
influencing voltage and/or temperature.

wonder whether communication between user logic placed on
different SLR dies, as shown in Figure 2, remains possible.

As our target scenario is that of cloud FPGAs, adversaries
do not have physical access to the hardware, and are restricted
to using well-defined interfaces, such as those provided by
a cloud shell. Consequently, adversaries cannot directly read
temperature and voltage conditions (provided by system moni-
tors), but may attempt to infer or influence them indirectly. As
cloud providers allow attackers to place and route logic within
the confines of their dedicated regions, custom placement and
routing is also allowed by our threat model. However, as
explained in Section VII-A, this is not crucial for the success
of our covert channel. Attacks on the FPGA software tools
and the bitstream itself are out-of-scope.

We primarily investigate how to exploit information leakage
for covert communication, and focus on multi-tenant cloud
FPGAs, which have attracted the interest of the security com-
munity [10]–[13], [28], [29], [47]. However, our system model
is equally applicable to covert communication between po-
tentially outsourced untrusted third-party Intellectual Property
(IP) cores [11], [12], [17], [18], and System-on-Chip (SoC)
FPGAs [5], [11], [12], [32], [47], for instance those found in
Intel Xeon CPUs with integrated FPGAs [20], Xilinx Zynq
UltraScale+ MPSoC FPGAs with hard ARM processors [42],
or Microsemi FPGAs with soft RISC-V processors [26].

IV. EXPERIMENTAL SETUP

In this work, we test the hypothesis that activating large
circuits results in a voltage drop that is measurable across
SLR dies. We use ring oscillators (ROs) as transmitters, and
vary their frequency by changing the number of RO stages.
We also use ROs as receivers, since they are sensitive to
process, voltage, and temperature (PVT) variations [16]. We
demonstrate the generality of our covert channel by testing
SLR locations and RO types on a local VCU118 evaluation
board, and on two FPGAs on each of the Amazon AWS and



Fig. 3: Block diagram of the experimental setup, illustrating
the logical and physical isolation of the R ·NR RO receivers
and the T ·NT RO transmitters on separate SLRs.

Parameter Local AWS F1 Huawei FP1

FPGAs Tested 1 2 2
Board VCU118 Proprietary Proprietary
XCVU9P Chip flga2104-2-e flgb2104-2-i flgb2104-2-i
Shell Clock Regions None X4Y0:X5Y9 X3Y4:X5Y9
Comb. Loops Allowed Yes No Yes
Clock Frequency (MHz) 300 125 200
Communication UART PCIe PCIe
Vivado Version 2017.4 2018.3 2017.2

TABLE I: Hardware parameters of the FPGA boards.

Huawei clouds. All five boards contain Virtex UltraScale+
XCVU9P chips with three SLRs, with cloud shells reserving
parts of SLR dies 0 and 1 (SLR 1 being the master SLR [43]).

In our setup, we employ T independent transmitters, each
containing NT ROs, and each placed on separate clock regions
of the same SLR, SLRT . On the receiving SLR, SLRR,
we instantiate R receivers on different clock regions, each
of which contains NR ROs, whose frequency we estimate
by using counters. These counters and other control logic are
placed on separate clock regions of SLRR. Measurements are
transferred to a PC over the UART for the VCU118 board
and over PCIe for the two cloud providers. Figure 3 shows a
diagram of the experimental setup.

In accordance with our threat model, we do not modify the
boards, and use the default clock configuration of each device.
We also do not control the placement and routing of any
transmitter RO within their assigned clock regions, and only
control the placement of receiver ROs to identify the effect of
distance on the accuracy and bandwidth of the communication
channel. We summarize the properties of our experimental
setup in Table I, and show an example instantiation of the

Parameter Value

Receivers, R 5
ROs per Receiver, NR 5
Transmitters, T †12

ROs per Transmitter, NT 500
Receiver SLR, SLRR 1
Transmitter SLR, SLRT 0
RO Type LD
RO Buffer Stages 2
Measurement Cycles 27

TABLE II: Fixed (top) and variable (bottom) experimental
parameters. † T = 8 for the local VCU118 board.

measurement architecture in the Appendix.
For all setups, we use R = 5 receivers with NR = 5 ROs

each, and T = 12 transmitters (T = 8 for the local board): as
the cloud providers reserve some clock regions for their shell,
the three setups are not identical, but without any impact on
the quality of the communication channel (Section V). These
fixed properties are shown in the top of Table II.

As AWS prohibits combinatorial loops from user de-
signs [2], we use alternative RO designs introduced re-
cently [13], [33]. Although traditional ROs use only combi-
national logic through lookup-tables (LUT-RO), by replacing
a buffer stage with a latch (LD-RO) or a flip-flop (FF-RO),
one can overcome restrictions placed by cloud providers today.
These three types of ROs are shown in Figure 4. By default,
we use LD-ROs with two additional intermediate buffer stages
for the receiver and the transmitter ROs.

As shown in the bottom of Table II, we initially place the
receivers on SLR 1, the transmitters on SLR 0, and instantiate
NT = 500 ROs per transmitter. Moreover, we count the
number of RO signal transitions during a 2t clock-cycle period
with t = 7, corresponding to 0.4-1.0 µs, depending on clock
speed. Sections V and VI vary these parameters. For each
setup, we run five tests of 2, 048 measurements each, collecting
10, 240 data points from each RO per testing configuration.

V. LEAKAGE CHARACTERIZATION

In this section, we introduce metrics to measure the informa-
tion leakage (Section V-A), and characterize it across different
transmitter sizes (Section V-B), SLR locations (Sections V-C),
and types of transmitting and receiving ROs (Section V-D).

A. Measurement Metrics

To quantify the leakage, we compare the average RO count
for a receiver Ri when the transmitters are disabled (C0

i )
and when they are enabled (C1

i ). We plot the difference
∆Ci = C0

i −C1
i across all R·NR = 25 ROs per FPGA for the

default setup (Table II) in Figure 5. Since ∆Ci > 0 for all i,
the receiver can easily distinguish between transmissions of 0
and 1, with fewer than 5/127, 875 = 0.004% misclassifica-
tions per FPGA board (the encoding scheme and classification
algorithm are described in Section VI). Moreover, Figure 5
illustrates that for a given RO Ri, ∆Ci is close for identical
boards, with small shifts accounting for process variations.



(a) LUT-RO: Lookup-table ring oscillator (b) LD-RO: Latch ring oscillator (c) FF-RO: Flip-flop ring oscillator

Fig. 4: Three ring oscillators designs with a variable number of intermediate buffer stages, used in local and cloud experiments.
Although LUT-ROs (a) are prohibited on Amazon Web Services, LD-ROs (b) and FF-ROs (c) are not.
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Fig. 5: Average count differences ∆Ci in the default setup
across the 25 ROs per FPGA, with 99% confidence intervals.

As this metric is sensitive to the clock and RO frequencies,
it does not allow for meaningful comparisons within or across
FPGA boards. To overcome this limitation, we can estimate
the absolute delay difference ∆di of each RO by accounting
for the clock frequency fc and the measurement period 2t, by
adapting an equation derived by Giechaskiel et al. [13]:

∆di =
2t

2fc
· C

0
i − C1

i

C0
i C

1
i

(1)

Figure 6 plots the absolute delay differences ∆di in pi-
coseconds (ps) using Equation (1). For any board, there is
less variation in the strength of the effect within a receiver Vj
compared to the variation between receivers. Moreover, the
average delay ∆dj of the five ROs in receiver Vj generally
follows the distance of the receiver to the transmitters, i.e.,
∆d{0,1} > ∆d{2} > ∆d{3,4}, with V2 being an exception in
the Huawei boards. Moreover, we note that boards with a faster
clock frequency and a smaller shell are affected more. These
effects might be attributed to increased switching activity and
out-of-sync competing logic respectively. However, it is not
possible to conclusively determine why the three FPGA setups
behave differently, as the strength of the leakage also depends
on the FPGA board voltage regulator.
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Fig. 6: Average delay differences ∆di in the default setup
across the 25 ROs per FPGA, with 99% confidence intervals.
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Fig. 7: Average delay differences ∆d for different transmitter
sizes NT , with 99% confidence intervals.

B. Transmitter Sizes

To further understand the communication channel, we vary
the size of the transmitting circuits. Figure 7 plots the delay
difference ∆d averaged over all 25 ROs for different numbers
of transmitting ROs NT and all five FPGAs. As expected,
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more transmitting ROs result in larger voltage drops, and
therefore larger changes in the RO frequency. Although the
local VCU118 board was designed with fewer transmitters
(T = 8 due to differences in the communication logic over the
UART instead of T = 12 for the cloud FPGAs over PCIe), the
effect is stronger, as also explained in Section V-A. It should
be noted that although we have chosen to average over all ROs,
other statistics can also be used. For example, the median, the
sum, or even a fixed choice of RO, all result in similar graphs.

To understand how a larger ∆d (and also the amount of
transmitter logic/area) affects the channel accuracy, we plot
the total number of misclassifications for various transmitter
sizes in Figure 8. A transmitter size of NT = 100 results in
correct classifications over 75% of the time, while increasing
the number of transmitters to NT = 250 results in an accuracy
of over 97%. Further increasing the transmitter size to NT ≥
500 reaches accuracies of over 99.9%.

C. Transmitter and Receiver SLR Locations

To ensure that the covert channel is present on all locations
on the FPGA, we vary the SLRs on which the receivers
SLRR and transmitters SLRT are placed, and plot the results
in Figure 9. For all SLR combinations, the leakage remains
measurable, with ∆d > 0. Figure 9 also confirms that when
the transmitters and the receivers are two SLRs apart, ∆d is
smaller than when they are only one SLR apart. The other four
placements result in similar ∆d, except for (SLRR, SLRT ) =
(2, 1) in the cloud, potentially due to the dynamic activity of
the shell. Accuracy remains over 99.9% for all setups.

D. Ring Oscillator Properties

The next set of experiments investigates the effect of the
receiver and transmitter RO types. Figure 10 shows the change
in delay for all nine such type combinations (four on Ama-
zon, as LUT-ROs are prohibited [2]). First of all, Figure 10
indicates that all three types of ROs are effective as both
transmitters and receivers, since ∆d > 0. Moreover, some
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consistent patterns emerge. For example, for a fixed receiver
type, the FF-RO transmitter results in a larger ∆d, as it has
more stages. Similarly, for a fixed transmitter type, a receiver
FF-RO is affected more than an LD-RO and a LUT-RO, as it
has more stages which are influenced by the voltage drop. By
contrast, the count difference ∆C follows the opposite pattern,
as FF-ROs are the slowest, due to their extra inverter stage.
Accuracy again remains over 99.9% for all setups.

The effect of additional stages is highlighted in Figures 11
and 12, which vary the number of intermediate buffers in the
receiver and transmitter ROs respectively. Figure 11 shows
that more receiver buffer stages result in higher ∆d. However,
because the RO frequency decreases, so does ∆C, resulting
in more errors: with 9 stages, the error increases to over 2%,
and exceeds 26% with 15 stages. Moreover, at 16 intermediate
buffer stages, ROs can no longer fit in a single Configurable
Logic Block (CLB), even when using dual output LUT6_2
lookup primitives. Increasing the number of transmitter stages
(Figure 12) generally increases ∆d but at a decreasing rate.
This is due to a tradeoff between the amount of logic activated
on a transmission of 1 (which increases), and the switching
frequency of the logic (which decreases). The errors for ≥ 1
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transmitter stages remain consistently below 0.01%.

VI. BANDWIDTH ANALYSIS

Having characterized this strong source of cross-SLR in-
formation leakage, we now estimate the bandwidth of the
ensuing covert channel. We first discuss the encoding scheme
and resulting bandwidth in the basic use-case (Section VI-A),
and then examine multi-bit transmissions (Section VI-B).

A. Encoding Scheme

In some setups, e.g., the VCU118 board, a simple threshold
is sufficient to reach accuracies of almost 100%. However,
these thresholds vary per RO, require calibration, and are sen-
sitive to environmental conditions. This is shown in Figure 13,
which plots raw RO counts from an AWS experiment.

To account for temperature and voltage fluctuations as well
as manufacturing variations, we use a Manchester encoding
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scheme. With Manchester encoding, a 0-bit is encoded as
the pair (0, 1), i.e., the transmitters are disabled for one
measurement period, and then enabled for the next one, with
a 1-bit reversing this order. Although this effectively halves
the bandwidth compared to a simple threshold, it allows for
on-chip classification of data, by comparing two successive
measurements c0 and c1. If c0 > c1, the bit is classified
as a 0, while it is classified as a 1 if c0 < c1 (we always
report equality as an error). The bandwidth bt of this encoding
scheme can be calculated as follows:

bt =
fc

2t+1
(2)

where fc is the clock frequency, and 2t the measurement
period. In the default setup, t = 7, so bt is over 1.17 Mbps
for the local VCU118 board, 781 kbps for the Huawei boards,
and 488 kbps for the AWS boards, with over 99.9% accuracy.
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Increasing the measurement time of 2t clock cycles reduces
bandwidth, but increases ∆C linearly, as shown in Figure 14.
However, larger count differences can reduce accuracy: errors
increase to about 1.1% for t ≥ 15 on the VCU118 board, as
more prolonged environmental fluctuations result in bit flips.

B. Multi-Bit Transmissions

Although in the previous sections all of the T transmitters
were enabled or disabled simultaneously, in this section we
show that we can further increase the bandwidth by selectively
enabling only some of the transmitters. Specifically, with T
transmitters, we can increase the bandwidth by a factor of 1+
log2 T compared to the simple Manchester encoding scheme.
We encode the 2T symbols ±1, . . . ,±T in two measurement
periods as follows: to transmit symbol 1 ≤ i ≤ T , we first
disable all transmitters during the first measurement period,
and then enable i transmitters during the second measurement
period. To transmit symbol −T ≤ i ≤ −1, we reverse the
process, first enabling i transmitters, and then disabling them.

However, as the count difference ∆C for an individual RO
is small, we consider the sum of all such count differences
Σ∆C. We plot this sum in Figure 15 for the VCU118 board,
where we have increased the number of ROs per transmitter to
NT = 2, 000. Denote the Σ∆C measurements for i enabled
transmitters by the set Si, and let pαi be the α percentile of
Si. We use tαi = (p100−αi−1 + pαi )/2 as the lower threshold for
symbol i (with 1 ≤ i ≤ T ), classifying a measurement s > 0
as symbol i if tαi ≤ s < tαi+1 (the s < 0 case is analogous
for −T ≤ i ≤ −1). Using this classification scheme with
α ∈ {1, . . . , 20}, we can recover all 2T symbols over 96% of
the time, reaching a bandwidth of bTt = log2 (2T ) ·fc/2t+1 =
4.6 Mbps. The maximum accuracy of 97.6% occurs for α =
8, while α = 0, corresponding to minima and maxima, can
correctly recover about 80% of transmissions.

VII. DISCUSSION

In this section, we discuss existing defense mechanisms
(Section VII-A), limitations of the encoding scheme (Sec-
tion VII-B), and alternative applications that can make use
of cross-SLR information leakage (Section VII-C).

A. Countermeasures

Prior work has shown that physical isolation is a neces-
sary prerequisite for secure multi-tenant FPGAs [11]–[13],
despite “large costs in terms of frequency and routing conges-
tion” [46]. However, isolation within a die is not a sufficient
protection mechanism on its own [24], [25], [30], [47]. This
paper has shown for the first time that isolation across SLRs
is also not enough to protect multi-tenant FPGA designs. As
a result, defense mechanisms must prevent the information
leakage either from occurring, or from being detectable.

Prior work has proposed placement and routing restrictions
to make some types of information leakage undetectable [11]–
[13]. However, no routing constraints are used by our setup,
while placement directives are only used to measure the effect
of distance on the ensuing channel. As a result, such restric-
tions are incapable of preventing cross-SLR communication.

Another option to mitigate the channels is to prevent re-
ceiver circuits from being instantiated in cloud FPGAs. Simply
banning combinatorial loops [14], [15], [24], [36], [47] has
proven to be insufficient, since both Time-to-Digital Con-
verters (TDCs) [30], [31], [47] and alternative ring oscillator
(RO) designs [13], [33] can bypass design checks implemented
by some cloud FPGA providers, with others not deploying
any such checks at all. These alternative designs could be
detected in some cases, by banning latches [13], [15], [33]
and only allowing global clocks to drive flip-flops [13], [33].
However, alternative TDC designs without latches, and gated
global clocks through clock enable pins may still be able to
circumvent these proposed checks. The design of receivers
and defense checks is a cat-and-mouse game, with no clear
indication that all receivers can be caught by cloud providers.

Another defense mechanism is to prevent transmitter circuits
from being created in cloud FPGAs. Although ROs were used
in this paper, other designs with large dynamic power con-
sumption (e.g., switching many Programmable Interconnect
Points (PIPs) [48]) can also be used. Consequently, malicious
senders can likely still find circuit designs that modulate
dynamic power draw despite cloud FPGA design rule checks.

Monitoring unusual power draw activities can also help,
but fluctuations can come from legitimate circuits, which the
adversary may exploit, for instance to recover cryptographic
keys [30], [31], [47]. As a result, hardware changes are needed,
such as making the power supplies of different tenants (i.e.,
different SLR dies) independent. Overall, significant electrical
improvements are needed in future FPGA architectures, and
will likely come with heavy performance and energy penalties.

B. Synchronization and Encoding

Manchester Encoding is often used for its self-clocking
properties in covert channels [40] and protocols like



10BASE-T Ethernet [19]. However, in this paper, rising
and falling edges are detected through differences in RO
frequencies. Absent an external synchronization method, the
receiver must sweep the possible clock phases (linearly or with
binary search): the largest (average) RO count difference ∆C
corresponds to a synchronized receiver and transmitter. Future
work could thus examine communication in practice with an
unsynchronized channel, and measure bandwidth and accuracy
in the presence of third-party activity on the device. How
to improve bandwidth and accuracy through error correcting
codes, repeated measurements, and alternative aggregation
functions (e.g., weighted sums) could also be explored.

C. Alternative Cross-SLR Leakage Applications

Although in this paper we primarily investigated covert
communication between users or IP cores of different trust lev-
els, the same mechanism could also be used for side-channel
attacks [11], [29], voltage-/fault-attack detection [47], and IP
core watermarking [11], [12], [49]. Moreover, although we fo-
cused on Virtex UltraScale+ FPGAs, other device generations
using SLRs, such as Kintex UltraScale FPGAs on the cloud,
are likely also susceptible to the same source of information
leakage. Finally, as the root cause of the vulnerability seems to
lie in shared power distribution, information leakage between
soft and hard cores, for instance on Intel and Xilinx FPGA-
CPU hybrids, might also be possible and worth investigating.

VIII. RELATED WORK

This section summarizes prior work on FPGA security, both
in the cloud setting (Section VIII-A), and in other remote
scenarios without physical access (Section VIII-B).

A. Cloud and Virtualized FPGA Security

Security research on cloud FPGAs has primarily focused
on single-tenant applications, e.g., to protect designs from
untrusted cloud infrastructures [8]. Other work has conversely
investigated how to protect the cloud provider from malicious
user logic, suggesting logical and physical isolation, bitstream
protection at compilation and deployment, and compile- and
run-time checks of user designs [37]. However, with virtu-
alized FPGAs (vFPGAs) and partial reconfiguration gaining
traction, many designs have been proposed to accommodate
for multi-tenant occupancy of physical FPGA resources [38].
Logical isolation is often a key component of multi-tenant ap-
proaches, though physical isolation is not always enforced [6],
[7], [39]. Unfortunately, even designs with physical isola-
tion [21]–[23] do not consider or protect against side- or
covert-channel attacks, despite their use of “fencing” regions
for stricter isolation [37]. As we showed in this paper, even
physical isolation along Super Logic Regions on distinct
physical dies is not enough to protect against covert-channel
communication between vFPGAs.

B. Remote FPGA Attacks

Although traditional covert- and side-channel attacks on
FPGAs require physical access to the device [34], [49],

temperature- and voltage-based remote FPGA attacks are
possible. The works by Iakymchuk et al. [18] and Tian and
Szefer [36] lie in the former category, performing temperature-
based covert communications within an FPGA and between
consecutive users of the same FPGA board respectively. How-
ever, these thermal covert channels are slow (< 1 bps).

By contrast, voltage-based attacks can have much higher
bandwidth compared to thermal channels. For example,
Giechaskiel et al. identified a crosstalk effect in Xilinx FPGAs
due to long-wire capacitive coupling [11], [12], and used it
to create a 6 kbps covert channel. The same phenomenon
was then investigated for Intel devices [28], [29], where it
was shown that the long-wire leakage can also be used to
conduct Differential Power Analysis (DPA) on an AES core,
and extract its key. These attacks were performed locally,
and with logical, but not physical isolation, unlike our fast
(4.6 Mbps) cloud-based covert channel, which operates under
assumptions of physical isolation of logic to separate SLRs.

It should be noted that the switching activity of large logic
designs can alternatively be used to cause remote fault attacks
on FPGAs [14], [48]. These attacks can crash the FPGA [14],
cause timing violations to recover cryptographic keys [24], or
bias True Random Number Generators (TRNGs) [25]. Ring
Oscillators (ROs) and Time-to-Digital Converters (TDCs) have
also been used to conduct intra-chip [25], [30], [47] and
inter-chip [31] side-channel attacks. Although some cloud
providers, such as Amazon AWS, detect ROs and prohibit
their use [2], recent work [13], [33] has demonstrated that
alternative RO designs can bypass cloud restrictions. Neither
of the two works conducted a practical attack: Sugawara et
al. merely proved that instantiation of alternative ROs was
possible on AWS [33], while Giechaskiel et al. characterized
long-wire leakage on local and cloud FPGAs leveraging ROs
that are likewise not caught by the design rule checks of the
cloud providers [13]. Long-wire leakage requires transmitter
and receiver long wires to be adjacent, whereas we have con-
structed the first cloud-based covert channel, which remains
fast and accurate despite physical isolation to separate SLRs.

IX. CONCLUSION

In this paper, we showed that cross-SLR covert-channel
communication is possible without physical access to or mod-
ification of the FPGA boards. We demonstrated a 4.6 Mbps
cross-SLR covert channel with over 97.6% accuracy on five
Xilinx Virtex UltraScale+ boards, both locally and on the
Amazon and Huawei FPGA clouds. We also characterized
the accuracy and bandwidth of the covert communication
channel both analytically and experimentally across multiple
parameters, such as the locations, types, and sizes of the source
transmitters and sink receivers. We finally highlighted the need
for hardware-level architectural changes in order to support
secure multi-tenant FPGAs, which are currently not possible
due to the threats exposed in this work. Python software and
pre-compiled Amazon FPGA Images (AFIs) will be open-
sourced at https://caslab.csl.yale.edu/code/slr-covert-channel/.

https://caslab.csl.yale.edu/code/slr-covert-channel/


Fig. 16: Vivado screenshot of the experimental setup on AWS.
The receivers (green) and counters (yellow) are on SLR 0,
while the transmitters (red) on SLR 2. Shell logic (grey) spans
SLRs 0 and 1, and interfaces (brown) with the control logic.

APPENDIX

Figure 16 contains a Vivado screenshot of the measurement
architecture on Amazon Web Services (AWS) for one of the
experiments of Section V-C. Cross-SLR communication is
possible even between SLRs 0 and 2, with minimal loss in
accuracy and bandwidth, despite the activity in the cloud shell.
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