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ABSTRACT
Information leakage in FPGAs poses a danger whenever multiple
users share the reconfigurable fabric, for example in multi-tenant
Cloud FPGAs, or whenever a potentially malicious IP module is syn-
thesized within a single user’s design on an FPGA. In such scenarios,
capacitive crosstalk between so-called long routing wires has been
previously shown to be a security vulnerability in both Xilinx and
Intel FPGAs. Specifically, both static and dynamic values on long
wires have been demonstrated to affect the delays of the adjacent
long wires, and such delay changes have been exploited to steal
sensitive information such as bits of cryptographic keys. While
long-wire leakage is now well-understood and can be defended
against, this work presents two other, new types of information
leaks that pose similar risks, but which have not been studied in
the past, and for which existing defenses do not work. First, this
paper shows that other types of routing resources (namely medium
wires) are also vulnerable to crosstalk, with changes in their de-
lays also measurable fully on-chip. Second, this work introduces
a novel source of information leaks that originates from logic ele-
ments within the FPGA Configurable Logic Blocks (CLBs) and is
likely not the result of the capacitive crosstalk effects investigated
in prior work. To understand the potential impact of the two new
leakage sources, this paper experimentally characterizes and com-
pares them in four families of Xilinx FPGAs, and discusses potential
countermeasures in the context of existing attacks and defenses.
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• Security and privacy→Hardware attacks and countermea-
sures; Embedded systems security; • Hardware → Reconfig-
urable logic and FPGAs.
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1 INTRODUCTION
Information leakage in FPGAs presents a security threat whenever
an FPGA is shared between different users, or when a design incor-
porates untrusted third-party IPmodules. For example, multi-tenant
Cloud FPGAs have been recently proposed [1, 2, 4, 15–17, 27, 28],
where designs from multiple users are synthesized onto the same
FPGA. To maximize the usage of the FPGA resources, a number of
the multi-tenant proposals do not enforce any physical separation
between the logic circuits integrated from different users [1, 2, 28].
Although this can enable better and more cost-effective utilization
of the cloud-based FPGAs, it also allows for different users’ de-
signs to be routed close to each other and share the reconfigurable
FPGA fabric. Capacitive crosstalk and other unintended electrical
interactions can then inadvertently leak information.

The potential information leakage between different users’ de-
signs can happen not only due to dynamic activity across the FPGA
chip [10], but also because of short-lived static signals when parts of
the designs are routed on adjacent wires in the FPGA [7–9, 20, 21].
Moreover, as we show in this paper for the first time, information
leaks also occur when these signals are routed through multiplexers
in the same Configurable Logic Block (CLB). Often, during synthe-
sis, the whole design is flattened and then routed. This flattening
erases any module boundaries, and logic belonging to different
modules or users can end up on the same CLB. Likewise for routing,
even without flattening, wires from different designs are inevitably
routed on adjacent resources. Previously, only routing-related in-
formation leakage due to the use of long wires had been considered,
while CLB-based vulnerabilities and medium-wire-based leaks had
been completely ignored.

Specifically, existing attacks and defenses focus predominantly
on capacitive crosstalk between these so-called long routing wires.
Information leakage due to long-wire crosstalk has been shown to
be a security vulnerability in Xilinx [7–9] and Intel [20, 21] FPGAs,
leading to covert- and side-channel attacks. Both static and dynamic
values on long wires affect the delays of the adjacent wires, which
can then be estimated using on-chip Ring Oscillators (ROs). These
changes in the delays of long wires have been exploited to steal
sensitive information, such as cryptographic keys from AES [21] or
other [7] algorithms when the key bits simply happen to be carried
on the victim wires.

Because of the dangers of information leakage, various coun-
termeasures could be deployed, but have short-comings that pre-
vent them from addressing the threats introduced in this work.
Using constraint specifications in the design tools, each user’s
design could be confined to a fixed region in the shared fabric,
for example through Pblocks, as well as EXCLUDE_PLACEMENT and
CONTAIN_ROUTING commands in Xilinx’s Vivado flow. However, as
there is no EXCLUDE_ROUTING flag, other Pblocks may still route
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their signals through the interconnect provided by the first Pblock’s
switch matrices.

Alternatively, defensemechanisms have been presented to specif-
ically tackle the security threats of information leakage in FPGAs.
They focus broadly on two types of countermeasures. One set of
proposals demands isolating different circuits through physical
partitioning, e.g., [14], but physical isolation can lead to poor re-
source utilization, and still does not prevent information leakage
due to dynamic activity, e.g., [10]. The other approaches use design
rule checks (DRCs) that prevent long wires in mutually-untrusting
designs from being routed next to each other [7–9, 19, 24]. These
existing security proposals that protect against long-wire leakage
do not currently defend against the novel sources of vulnerability
introduced in this paper which use medium wires or multiplexers
in CLBs.

More precisely, this work identifies that medium wires are af-
fected by crosstalk. These medium wires are the VLONG12s, which
span 12 CLBs in the 7 Series Xilinx FPGAs, compared to VLONG18
long wires, which span 18 CLBs. Although shorter than long wires,
we show for the first time that medium wires of victim designs
leak information about the values carried on them to attacker de-
signs routed on adjacent wires, despite differences in the electrical
characteristics between long and medium wires. Second, this work
introduces an entirely different source of information leaks that
originates from the logic elements within Configurable Logic Blocks
(CLBs). The vulnerability we present is due to routing and multi-
plexers (MUXes) within the CLBs. As design tools pack the logic
into CLBs to minimize area, the new information leakage can be
abused by attacker logic that is placed onto the same CLB as the
victim logic to deduce information about slow-changing values. In
other words, this phenomenon is not one of voltage drops due to
high switching activity. The two new types of information leakage
are evaluated on four families of Xilinx FPGAs (Artix 7, Kintex
7, Zynq-7000, and Kintex UltraScale), and countermeasures are
discussed for both leakage sources.

1.1 Contributions
This work aims to advance the understanding of potential informa-
tion leakage sources in FPGAs, and to help design better defenses
to protect against them. The contributions of this work include:

(1) The evaluation of long-wire leakage in two additional Xilinx
FPGA families not previously studied.

(2) The identification of medium wires as a new class of routing
resources that leak information about their values, in spite
of electrical differences compared to long wires.

(3) The introduction of logic elements (multiplexers) as a novel
and stronger source of information leakage within CLBs.

(4) An experimental evaluation of the new sources of vulnera-
bility, and a discussion of possible causes and effects.

(5) An analysis of the limitations of existing defense frameworks,
and the proposal of new countermeasures.

2 BACKGROUND
To help understand the new sources of information leakage, this
section discusses the logic and routing resources of the Xilinx 7 Se-
ries (Section 2.1) and UltraScale (Section 2.2) architectures. It also

Figure 1: A Xilinx 7 Series slice contains four lookup tables,
eight storage elements, a carry chain, andwidemultiplexers.
Only a quarter of a slice is shown here. Figure adapted from
a Xilinx User Guide [29].

summarizes prior work in long-wire leakage (Section 2.3) to con-
textualize the rest of the paper.

2.1 7 Series Architecture
The Xilinx 7 Series generation, first introduced in 2010, is comprised
of four FPGA families with different cost, performance, and price
tradeoffs [31]. These FPGAs, built on a 28 nm, high-k metal gate
(HKMG) process, consist of the Spartan 7, Artix 7, Kintex 7, and
Virtex 7 families [31]. The 7 Series is also related to the Zynq-7000
System-on-Chip (SoC) family. The Zynq-7000 extends an Artix 7 or
Kintex 7 Programmable Logic (PL) fabric with ARM Cortex-A9 CPU
cores in its Processing System (PS) [33]. These five FPGA families
have similar internal layouts, whose primary building element is
the Configurable Logic Block (CLB) and its associated switchmatrix,
which is used for routing.

A CLB is composed of two slices, each of which contains four
lookup tables (LUTs) and eight registers, along with a dedicated
carry chain and multiplexers (MUXes) [29]. Slices come in two
forms, SLICEL and SLICEM, with SLICEM being usable for dis-
tributed memory and shift registers. Figure 1 shows some of the
SLICEL resources.

The CLB’s switch matrix contains routing resources to connect
elements within a CLB, and enables CLBs to communicate with
each other. There are multiple types of such communication wires
with different orientations, directions, and lengths, but prior work
on FPGA security has primarily focused on vertical long routing
resources (VLONG18s). Long wires in 7 Series FPGAs are used to
efficiently connect switch matrices that are 18 CLBs apart. They
can be driven from either end (i.e., they are bidirectional), and have
an intermediate read-only tap halfway through. Each CLB can only
drive one of two VLONG18s, one towards the bottom of the device,
and one towards the top, with adjacent long wires originating from
adjacent CLBs.

The 7 Series FPGAs, however, have an additional type of a slightly
shorter wire, which spans 12 CLBs. These are the VLONG12s, which
we call medium wires for brevity, and show in Section 4 that they
pose a similar, though weaker, information leakage threat as their
long-wire counterparts. The VLONG12s are bidirectional but tapless
and CLBs again only have access to two of them. We further discuss
their implications for existing defense mechanisms in Section 6.
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Table 1: Properties of the boards used in the experiments.
Clocks can be differential (D) or single-ended (S).

Board Family FPGA Chip Clock

Nexys4 DDR Artix 7 xc7a100tcsg324-1 100MHz S
PYNQ-Z2 Zynq-7000 xc7z020clg400-1 125MHz S
KC705 Kintex 7 xc7k325tffg900-2 200MHz D
KCU1500 Kintex UltraScale xcku115-flvb2104-2-e 300MHz D

2.2 UltraScale Architecture
The Kintex and Virtex UltraScale FPGAs from Xilinx are built on
a smaller 20 nm process, and also organize their logic resources in
CLBs. The UltraScale CLBs have combined the two slices into one,
which contains all 8 LUTs and 16 registers, along with the carry
chain and multiplexers [30].

2.3 Long-Wire Leakage
Prior work has shown that the values carried by long wires affect
the delays of their adjacent long wires in a way which can be
measured on-chip by estimating the frequency of ring oscillators
(ROs). The victim wire may be in sync with the RO for crosstalk
measurement [6], or completely independent for covert- and side-
channel attacks. The main insight behind these attacks is that when
a long wire carries a 1, adjacent long wires become slightly faster
compared to when the same wire is carrying a 0. This phenomenon
is present in many types of Intel [20, 21] and Xilinx [7–9] FPGAs,
and long-wire leakage in two additional families (Kintex 7 and
Zynq-7000) is shown in this paper. This work further demonstrates
that medium wires also leak information about their state, but that
the extent of the leakage differs from that of long wires, even if
their relative length is taken into account (Section 4). This suggests
electrical and/or physical differences in their characteristics. It is
worth noting that the threats posed by long-wire leakage have
prompted defense frameworks [19, 24]. These countermeasures are
discussed in Section 6, along with their limitations against the new
sources of information leakage introduced in this paper.

3 EXPERIMENTAL SETUP
In this section we describe the boards (Section 3.1) and the design
(Section 3.2) of our experiments, and briefly discuss the metric used
to evaluate routing and logic information leakage (Section 3.3).

3.1 Devices Used
Experiments are performed on four boards from different manu-
facturers and device families: a Nexys4 DDR from Digilent with
an Artix 7 chip [3], a PYNQ-Z2 from TUL with a Zynq-7000 [26], a
KC705 from Xilinx with a Kintex 7 [34], and a KCU1500 from Xilinx
with a Kintex UltraScale [32]. The clock frequencies for these four
devices range between 100-300MHz, with some being differential
and others single-end. We use the default clock configuration on
each board and do not attempt to improve clock accuracy with a
Mixed-Mode Clock Manager (MMCM) or Phase-Locked Loop (PLL).
The properties of the boards tested are summarized in Table 1.

Figure 2: Experimental setup. A three-stage ring oscillator
(configurable as three inverters, or one inverter and two
buffers), and a two-stage buffer are placed on one Pblock.
There are eight such Pblocks with ring oscillator and buffer
pairs. Control signals and measurements are taken through
counters in a controller, which stores them in a FIFO and
transfers them to a PCover theUART for analysis. The three
routing configurations of wireswr andwb are shown on the
right, where for long- and medium-wire leakage w {r,b } are
adjacent, while for logic-based information leakage, they
use the CLB’s multiplexers (MUXes).

3.2 Architectural Design
The basic building block for both themedium-wire and CLB-logic in-
formation leakage experiments consists of a 2-stage “victim” buffer
and a 3-stage measurement Ring Oscillator (RO). For the 2-stage
victim, the buffer lookup tables (LUTs), BU F {1,2} , mirror their input
to their output (bout = bin ), with the output of the second LUT,
BU F2, remaining unconnected. The RO contains one stage, RO2,
which is a fixed inverter (rout = ¬rin ), and two stages, RO {1,3} ,
which can be configured as either buffers or inverters. Although
the concrete routing and placement of the victim buffer and mea-
surement RO depends on the experiment (e.g., whether the routing
between buffer or RO stages uses adjacent medium wires), the
five LUTs (RO {1,2,3} and BU F {1,2}) and their intermediate wires
are placed in a Pblock, with no other logic present through the
EXCLUDE_PLACEMENT and CONTAIN_ROUTING constraints. The logic
contained in a Pblock (Figure 2) produces one output (the RO sig-
nal), and has three inputs: the buffer value, an enable signal for the
ring oscillator, and a signal which controls whether all three RO
LUTs act as inverters, or whether the RO consists of one inverter
and two buffers. Although the RO type does not have an effect on
the medium-wire leakage experiments of Section 4, it does affect
the information leakage within CLBs, as shown in Section 5.

For testing, eight of these measurement RO and victim buffer
pairs are instantiated on different SLICEM and SLICEL locations
of the device. A controller measures the ROs’ frequencies through
counters, stores them in a FIFO, and transfers the data to a PC
for analysis over the UART. The counters, driven through the RO
outputs, are sampled every 2t clock cycles, with t = 21 by default
(7-21ms, depending on the board). As in prior work on long-wire
leakage [7–9, 20, 21], the signal to the buffer toggles after each
measurement period. Figure 2 summarizes the experimental setup.
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Figure 3: Absolute wire delay differences ∆d showing that
both medium (M) and long (L) wires leak information about
their state to adjacent wires.

For each experiment, we collect 4,096 data points five times, for
a total of 20,480 measurements from each RO per testing configu-
ration. All bitstreams are created with Vivado 2019.2, and results
are reported with 99% confidence intervals.

3.3 Measurement Metric
As different ROs can have different frequencies depending on mi-
nor process, voltage, and temperature (PVT) variations across the
die [12], to quantify the extent of the information leakage across
different setups, we need to use a metric that is insensitive to the
clock and RO frequencies.

To overcome this limitation, we can estimate the absolute delay
difference ∆d of each RO by accounting for the clock frequency fc
and the measurement period 2t , and adapting an equation derived
in previous works [9, 10, 20]:

∆d =
2t

2fc
·
|C1 −C0 |

C0C1 (1)

where Ci represents the RO count when the buffer carries value
i ∈ {0, 1}.

4 MEDIUM-WIRE LEAKAGE
In this section we first measure long-wire leakage in the 7 Series
devices (and especially show long-wire leakage in the Zynq-7000
and Kintex 7 families for the first time) and compare it to the new
source of routing information leakage due to medium wires. To do
so, we use the setup of Figure 2 and make the wireswr andwb use
adjacent medium (or long) wires. In our experiments, the i-th (1 ≤

i ≤ 8) RO and buffer both use i chained medium (respectively long)
wires between two of their stages, with the i medium (respectively
long) wires in the RO routed parallel to the i medium (respectively
long) wires in the buffer. We plot the absolute delay difference ∆d
of each RO as calculated by Equation (1) in Figure 3.

As Figure 3 shows, both medium- and long-wire leakage are
present in the devices tested, although medium-wire leakage is

Table 2: Normalized long- and medium-wire leakage ∆dLn &
∆dMn : long-wire leakage is stronger, even when accounting
for the length of the wires.

Board ∆dLn ∆dMn ∆dLn − ∆dMn ∆dLn /∆d
M
n

Nexys4 DDR 7.23 fs 6.08 fs 1.15 fs 1.19×
PYNQ-Z2 6.23 fs 4.50 fs 1.73 fs 1.39×
KC705 2.19 fs 1.18 fs 1.01 fs 1.85×
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Figure 4: Long- (left) and medium- (right) wire leakage on
the Nexys4 DDR board for an equal span of 72 CLBs.

weaker than its longer counterpart, and for some devices may re-
quire chaining multiple wires together to be exploitable. However,
the differences between medium and long wires are not just due
to the length of the wire. If we let the normalized absolute delay
difference due to long and medium wires be ∆dLn = ∆dL/18 and
∆dMn = ∆dM /12 respectively, then, as Table 2 indicates, long-wire
leakage is 1.19 − 1.85× stronger than medium-wire leakage (cor-
responding to 1.01 − 1.73 fs more information leakage per wire
segment), even when the relative lengths of the wires are taken
into account. Figure 4 shows an example of this by comparing raw
data for 4 long and 6mediumwires, both spanning 4·18 = 6·12 = 72
CLBs. This suggests that the two types of wires are not the same
physically or electrically, as also supported by the lack of interme-
diate taps in medium wires (Section 2.1). We discuss this insight
further in Section 6.

It should be noted that the same tests were repeated with mea-
surement periods of 219 and 223 clock cycles, as well as with ROs
made up of three inverters or one inverter and two buffers, and the
results remained within 0.1-13% of each other, depending on the
device. Finally, it is also worth highlighting that the extent of the
information leakage seems to be broadly correlated with the size of
the FPGA chip, with wires in larger, higher-end devices generally
being less susceptible to information leakage (subject to process
variations between and within boards of the same family). This
observation is in line with the results of Giechaskiel et al. [7], where
long-wire leakage in Basys 3 boards was more pronounced than it
was in larger (in terms of resources) Nexys4 DDRs, both of which
use Artix 7 chips.
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5 CONFIGURABLE LOGIC BLOCK LEAKAGE
This section introduces the second new source of static informa-
tion leakage, which unlike medium- and long-wire leakage de-
pends on the internal structure of Configurable Logic Blocks (CLBs)
rather than capacitive crosstalk between different routing resources.
Lookup Tables (LUTs) in Xilinx CLBs have 6 inputs, but can be con-
figured as either 6-input, 1-output elements or as 5-input, 2-output
ones. Moreover, each LUT has an associated carry-in and carry-
out bit from the carry chain. These values, along with a register
output and the outputs of the two adjacent LUTs, are selectable
through a multiplexer (MUX) in Xilinx FPGAs (see the AMUX out-
put in Figure 1). As we show for the first time in this paper, this
additional routing and logic within CLBs can lead to unintentional
information leakage. This vulnerability, much like the routing leak-
age of Section 4 is static, i.e., exists when the values being spied
upon remain constant. This distinguishes it from prior work which
depends on voltage drops due to dynamic activity, which are easier
to detect (see Section 6).

We first introduce the placement and routing setup in Section 5.1,
establish the information leakage for all four boards in Section 5.2,
and then compare the vulnerability with and without the MUX
outputs in Section 5.3. Finally, we analyze the information leakage
for all possible instantiations of RO and buffer LUTs within a Kintex
UltraScale CLB in Section 5.4.

5.1 Placement and Routing
The basic setup for the logic information leakage experiments re-
mains the same as that of Figure 2 in Section 3, but the concrete
placement of the RO and buffer LUTs and the manual routing of the
wr andwb wires changes. Specifically, all five LUTs are now placed
within the same CLB, in one slice for the Kintex UltraScale board,
and in two slices for the other boards respectively. Both SLICEL
and SLICEM locations are used. The BU F1 and RO1 LUTs occupy
adjacent LUTs: A and B in the 7 Series devices, while H and G for the
Kintex UltraScale. The specific LUTs used are varied in Section 5.4,
while the remaining three LUTs are fixed. In the experiments of
Section 5.2, both wr and wb are routed through their respective
MUX outputs as shown in Figure 2, but Section 5.3 uses alternative
wiring to pinpoint the cause of the information leakage.

5.2 Baseline Results
The first results we present in Figure 5 contain rawmeasurements of
the logic information leakage from the Kintex UltraScale in two dif-
ferent measurement setups: with the RO configured as an inverter
and two buffers (left), or as three inverters (right). The bitstream
used and the RO displayed on the graph are identical—only the
runtime configuration of the RO has changed between the two
measurements. As Figure 5 indicates, the information leakage is
strong in both cases, and easily distinguishable even with a sim-
ple thresholding mechanism. However, the “direction” of leakage
(whether RO counts are higher when spying on a 0 or a 1) is depen-
dent upon the RO inputs themselves. This is due to the fact that the
vulnerability affects different LUTs within the same CLB differently,
and thus counteracts the information leakage towards the other
RO LUTs. This aspect of the phenomenon is further explored in
Section 5.4.
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Figure 5: Information leakage on the Kintex UltraScale due
to multiplexers with one inverter and two buffers (left) or
three inverters (right).
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Figure 6: Minimum, average, and maximum information
leakage due to CLB logic as measured by the eight ring oscil-
lators on the four FPGA boards.

Figure 6 plots the minimum, maximum, and average delay dif-
ference ∆d as calculated using Equation (1) for the 8 ROs on each
of the four devices under test using the three-inverter setup. As
Figure 6 indicates, all devices exhibit this logic-based information
leakage, with broadly consistent results among the various device
locations. That said, the vulnerability is much stronger with the
Kintex UltraScale device compared to its 28 nm counterparts.

5.3 Effect of LUT Output Type
We further investigate the cause of the information leakage by test-
ing four different routing combinations, where the ring oscillator
and/or the buffer are allowed to use either the regular or the multi-
plexed output. In addition, we implement a setup where the buffer
only has one stage, with its output wb being unconnected. The
maximum leakage under the six possible setups for the four boards
is plotted in Figure 7 for the three inverters setup (the information
leakage for the average, minimum, and one inverter/two buffers
setup is similar, but less pronounced).
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Figure 7: Maximum information leakage in the three invert-
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Figure 7 demonstrates that the vulnerability is much smaller (to
virtually non-existent) when the ring oscillator uses the regular
output, but remains broadly the same (with the exception of the
KCU1500 board) regardless of the buffer output, if any. In other
words, if the wires in an attacker’s measurement RO get routed
through the MUX outputs (manually, or automatically by the tools,
as explained in Section 6), then the adversary can infer the input
to a nearby LUT, whether that LUT outputs a signal or not. As the
information leakage is more pronounced on the Kintex UltraScale
board and behaves differently when removing the buffer output,
we investigate it more extensively in Section 5.4.

5.4 Kintex UltraScale Analysis
The final set of experiments measures information leakage in all
possible RO and buffer LUT placements on a CLB. Specifically, we
fixRO2 andRO3 in a CLB, completely remove the second buffer LUT
BU F2, and test all 8 · 7 = 56 possible combinations of (RO1,BU F1)
placements on LUTs in an adjacent CLB. Figure 8 plots the signed
absolute delay difference for all setups in the two buffers, one in-
verters setup, with negative (respectively positive) values denoting
that the RO counts are higher when the input to the buffer is value
0 (respectively 1).

Figure 8 allows us to draw three main conclusions. First, for any
possible buffer location, there exists at least one RO location that
can infer its value. For instance, when the buffer is on LUT H, an
RO stage on LUT G can detect its value. Moreover, some buffer
locations are more “leaky” (e.g., LUT A), and can be detected from
multiple RO locations. Second, some RO locations (e.g., LUT H) can
detect buffer values on more locations than others. Third, there
does not seem to be a clear pattern for the information leakage, or
even a pattern describing when a buffer input of 1 causes the RO
frequency to increase vs. decrease. However, unlike the results of
Figure 5, no “inversions” are possible in this setup: the results using
the three inverters setup are nearly identical, with no changes in
the direction (sign) of leakage.

One curious aspect of Figure 8 is the disproportionately large
values when the RO logic is placed on LUTs E or F, with the buffer
on LUT A. To further determine the cause of this discrepancy, we
repeated the above experiment in the three-inverters setup, when
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Figure 8: Information leakage for all possible instantiations
of the RO and buffer LUTs in the two buffers, one inverter
setup, without a second buffer stage.
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Figure 9: Information leakage for all possible instantiations
of the RO and buffer LUTs in the three inverters setup, with
a second victim buffer stage.

adding back the second buffer LUT in the victim logic. The results
are plotted in Figure 9 with the same scale as Figure 8. The results
are generally similar both in terms of which pairs of LUTs leak
information, but also in terms of the magnitude and sign of the
information leakage. However, the two outliers have disappeared.

The reason for this disparity comes down to a subtle-yet-crucial
routing decision that the tools took in the first setup: Vivado also
routed the buffer signal to the EX CLB wire (see AX in Figure 1) in
both outliers, which also appears as an input to the multiplexer,
among other elements. The ensuing leakage due to these logic
inputs is almost 10× stronger than the (already strong) leakage de-
tailed in this section. An example of this second source ofmultiplexer-
based information leakage is presented in Figure 10, for ROs with
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Figure 10: Information leakage on the Kintex UltraScale
due to the EX multiplexer input with one inverter and two
buffers (left) or three inverters (right).

three inverters as well as one inverter and two buffer setups. As
explained above, as only one RO LUT is on the same CLB as the
buffer LUT in this experimental setup, the “direction” (sign) of the
information leakage remains the same for both measurements. It
also highlights that these sources of vulnerability can be uninten-
tionally revealed due to routing tool choices, a fact which is further
discussed in Section 6.

6 DISCUSSION
In this section, we first discuss some aspects of the practicalities
involved in exploiting the vulnerabilities discovered (Section 6.1),
potential causes of the information leakage (Section 6.2), and then
propose some countermeasures (Section 6.3).

6.1 Exploiting the Vulnerability
The new sources of information leakage introduced in this work
require the routing of signal resources in adjacent channels or
within the switch matrices of the same CLB. It is further worth
repeating that the adversarial and victim designs do not share any
logic resources, as the LUTs and multiplexers used are distinct.

Although it would be unusual for the adversary and the victim
to be placed on the same CLB, routing through other pblocks is pos-
sible since the tools (Vivado) do not provide an EXCLUDE_ROUTING
constraint, as explained in the introduction. Moreover several ex-
isting proposals for virtualization of the FPGA resources do not
require physically isolating the logic of different users [1, 2, 28],
hence making the attacks of this paper even easier in practice.

In addition, it is worth highlighting that the routing tools often
activate several programmable interconnect points (PIPs) leading to
different wires, even if the those wires are not actually used by the
user logic. Indeed, as explained in Section 5.4, Vivado inadvertently
routed the buffer value to the EX input, which ended up revealing
an even stronger source of information leakage. We thus expect
that dense designs might be particularly vulnerable as tools will be
required to make unconventional routing choices.

Finally, another interesting aspect of the specific sources of in-
formation leakage is that they depend on static, short-lived nearby
signals, and are thus not easily disturbed by dynamic activity. In-
deed, Giechaskiel et al. showed that large nearby adders [7, 8] or
cloud shells [9] cannot prevent long-wire leakage from being ex-
ploitable. This has implications for potential defense mechanisms,
which are discussed in Section 6.3.

6.2 Potential Information Leakage Causes
Despite numerous works on long-wire leakage [7–9, 19–21, 24], its
cause remains elusive without access to proprietary FPGA layout
andmanufacturing information. The same is true of the new sources
of vulnerability identified in this work, but we briefly discuss some
insights that arose from our investigations.

First of all, our discovery of information leakage due to medium
wires reveals electrical differences between long and medium wires:
long wires leak more information per-wire segment than medium
wires. If the phenomenon is indeed caused by capacitive coupling
as prior work has theorized, these differences could be explained
by fewer RC parasitics, potentially resulting from changes in the
diameter, distances, or metal layers for different types of wires. It is
further worth noting that the lack of an intermediate tap in medium
wires also appears to be significant: Virtex 5 long wires (which
had two intermediate buffers) resulted in the most pronounced
information leakage in prior work [8], compared to long wires with
one buffer in subsequent FPGA generations and medium wires with
no intermediate taps.

The source of the multiplexer leakage is not as clear, though
it is important to note that the results of Section 5.4 suggest that
it is not due to capacitive coupling. High ground bounce, poor
substrate tie-offs, or other sources of static leakage could potentially
explain some of the issues identified in this work, but much like
prior work, to conclusively determine the root cause of the leakage,
further simulation and experimentation is needed with the aid of
confidential FPGA chip information.

6.3 Countermeasures
A number of defenses have been proposed to prevent information
leaks in FPGAs. Some of them focus on limiting static information
leakage from long wires, while others aim to detect voltage-related
attacks due to dynamic switching activity. However, no work has
specifically focused on information leakage due to medium wires
or logic elements where the measured value remains constant.

Countermeasures for long-wire leakage prevent security-critical
wires from being routed adjacent to attacker wires [7, 8]. HILL [19]
is such a framework implementing the isolation of security-sensitive
long wires. Based on user input, HILL places and routes modules
so that they do not use long wires that could be possibly exposed
to attackers. For designs that cannot avoid long wires (e.g., ones
connecting to external I/O), HILL reserves the wires which are adja-
cent to the security-critical long wires and sets them to constant or
random values. Another solution is a modified PathFinder [22] al-
gorithm that considers different sensitive and non-sensitive nets (as
labeled by the designers) during the routing computations [24], and
ensures they are not routed next to each other. These approaches
do not account for medium-wire leakage, and are vulnerable to
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novel sources of routing information leakage, such as the ones of
this work. As a result, we recommend that tools prevent routing any
wires from untrusted sources next to sensitive wires, independent of
the wire type or length.

A more coarse-grained proposal to isolation is to partition the
FPGA into non-overlapping regions and to create buffer zones called
moats between them [13, 14]. Routing is disabled in the moats, pre-
venting crosstalk among different modules, except possibly for the
input and output wires that need to leave the moat region. In a sim-
ilar approach, tools could wrap the user logic with soft shells [35].
The soft shells encrypt data going out of user logic, preventing
crosstalk attacks even for inputs and outputs. To be effective, these
two schemes would need to be combined: the former to ensure the
security of incoming and outgoing wires, and the latter to ensure
that non-encrypted wires inside the user logic are never adjacent
to potential attacker wires. Although physical isolation can pre-
vent crosstalk attacks, it significantly constraints how the designs
are routed and has an impact on area and performance overhead.
Instead, for static information leakage, we propose that a more
fine-grained approach should be preferred which prohibits sharing
any CLB resources (logic elements, or routing elements in the CLB’s
switch matrix), if any of the CLB’s inputs are from mutually untrust-
worthy sources. That said, neither approach prevents information
leakage due to dynamic activity when the attacker and victim are:
(a) on different dies within the same chip [10], (b) different FP-
GAs on the same board [23], or (c) even different boards with a
shared power supply [11]. Such attacks require improvements in
the voltage regulation circuits, or hiding the useful signal under
artificially-introduced random noise.

It should be noted that some proposals call for trusted bitstreams
throughmessage authentication codes and encryption [5]. However,
such approaches assume that design tools are able to find malicious
circuits to prevent attacks. As an example, previous works have
proposed prohibiting ring oscillators and other structures from
being instantiated [18]. Nevertheless, recent ring oscillators designs
using latches or flip-flops can bypass these design rule checks [9, 25],
and suggest that banning specific types of logic may not be effective
as a defense mechanism.

Finally, changes at the hardware level are necessary, and include
routing different wires on different metal layers in the FPGA chip and
increasing the spacing between them in a routing channel. However,
as implementing the changes in the underlying hardware can take
years to deploy, current tools must be modified to account for
existing and prospective sources of information leaks during the
design or programming time.

7 CONCLUSION
This work presented two new classes of information leaks that are
present in four families of Xilinx FPGAs. First, it evaluated long-
wire leakage in two families which had not been investigated in
prior work. It then identified an additional type of routing resource,
medium wires, whose crosstalk behavior is similar to that of its
longer counterpart, and can thus be used to extract sensitive infor-
mation from FPGAs. This work showed that even if one accounts for
differences in the lengths of the wires, long-wire leakage is stronger
than medium-wire leakage, suggesting that the two types of wires

are not the same physically or electrically. This paper further in-
troduced and analyzed a novel source of information leakage that
originates from the elements within a Configurable Logic Block
(CLB). It showed that the delays of elements using multiplexer
(MUX) outputs are sensitive to the values of nearby LUTs. As a
result, an adversary exploiting this fact can use a ring oscillator to
detect changes in the inputs and outputs of victim logic. As current
tools do not prevent the adjacent routing of resources from different
users, this work introduced two new attack vectors that need to be
considered in the context of single-tenant designs with untrusted
IPs, or multi-tenant FPGAs—especially ones that do not enforce
physical isolation of logic placement. As preventing the underlying
issues in hardware is a years-long process, the software itself must
account for potential vulnerabilities due to information leaks by
prohibiting the sharing of logic and routing resources if any of the
inputs or outputs come from untrusted sources, independent of the
wire type or length.
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